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Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

Q: Roger has 5 tennis balls. He buys 2 more cans of
tennis balls. Each can has 3 tennis balls. How many
tennis balls does he have now?

A: The answer is 11.

A
The answer is 11.
Q: The cafeteria had 23 apples. If they used 20 to

make lunch and bought & more, how many apples Q: The cafeteria had 23 apples. If they used 20 to
do they have? make lunch and bought 6 more, how many apples

do they have?
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A: The answer is 27. x j A

answer is 9. of

The

Figure 1: Chain-of-thought prompting enables large language models to tackle complex arithmetic,
commonsense, and symbolic reasoning tasks. Chain-of-thought reasoning processes are highlighted.
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Arithmetic Reasoning Multi-hop QA
(Q: Leah had 32 chocolates  Q: Who 1s the grandchild of
and her sister had 42. If Dambar Shah?

they ate 35, how many
pieces do they have left in
total?

A: Originally, Leah had 32
chocolates and her sister
had 42. So in total they had
32 + 42 =74, After eating
35, they had 74 - 35 = 39
pieces left in total. The an-
swer 1s 39,

A: Dambar Shah (? - 1645)
was the father of Krishna
Shah. Rudra Shah was
the child of Krishna Shah
(7 - 1661). So the final
answer (the name of the
grandchild) is: Rudra Shah.

Table 1: Bridging objects and language templates of a
Chain-of-Thought rationale. Here we illustrate with one
in-context exemplar for each task we experiment with.
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Prompt Setting

Example Query (Arithmetic Reasoning)
Leah had 32 chocolates and her sister had 42. If they
ate 35, how many pieces do they have left in total?

STD (Standard prompting)

39

CoT (Chain-of-Thought)

Originally, Leah had 32 chocolates and her sister had
42. So in total they had 32 + 42 =74, After eating 35,
they had 74 - 35 = 39 pieces left in total. The answer
1s 39.

s @ Invalid Reasoning

Originally, Leah had 32 chocolates and her sister had
42. So her sister had 42 - 32 = 10 chocolates more
than Leah has. After eating 35, since 10 + 35 =45,
they had 45 - 6 = 39 pieces left in total. The answer 1s
39.
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GSMSK Bamboogle
Inter. Recall Inter. F1 Answer Acc. Inter. Recall Answer F1
STD (Standard prompting) N/A N/A 15.4 N/A 20.6
CoT (Chain-of-Thought prompting) 43.9 48.3 48.5 45.2 45.2
Invalid Reasonin 39.8 439 39.5 444 394
@® g
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Figure 2: Model performance using CoT and demonstra-
tions with invalid reasoning for examples with different
reasoning depths on GSM8K. The number of samples
for each reasoning depth is shown below (led by “#”).
The performance drop is consistent across different lev-
els of difficulty.
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GSMSK Bamboogle
Inter. Recall Inter. F1 Answer Acc. Inter. Recall Answer F1
STD (Standard prompting) N/A N/A 154 N/A 20.6
CoT (Chain-of-Thought prompting) 439 48.3 48.5 45.2 45.2
(D) Invalid Reasoning 39.8 439 395 44 4 39.4
(@) No coherence for bridging objects 353 39.2 358 40.8 374
(3) No relevance for bridging objects 214 26.2 275 39.6 34.0
(@) No coherence for language templates 24.1 28.3 258 352 321
(5) No relevance for language templates 29.5 34.0 328 40.4 29.4
@ No coherence 252 294 23.1 39.6 338
(7) No relevance 9.6 11.9 11.0 36.8 23.9
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GSMSK Bamboogle
Inter. Recall Inter. F1 Amnswer Ace. Inter. Recall Answer F1
STD (Standard prompting) N/A N/A 154 N/A 20.6
CoT (Chain-of-Thought prompting) 439 48.3 48.5 452 45.2
(1) Invalid Reasoning 398 439 395 44 4 394
(@) No coherence for bridging objects 353 39.2 358 40.8 374
(3) No relevance for brideing objects 21.4 26.2 27.5 39.6 34.0
(@) No coherence for language templates 24.1 28.3 258 352 321
(3) No relevance for lanzuage templates 20.5 34.0 32.8 40.4 20.4
(&) No coherence 252 29.4 3.1 396 338
(7) No relevance 9.6 11.9 11.0 36.8 239
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Prompt Setting

Example Query (Arithmetic Reasoning)
Leah had 32 chocolates and her sister had 42. If they
ate 35, how many pieces do they have left in total?

Example Query (Factual QA)
Who is the grandchild of Dambar Shah?

STD (Standard prompting)

39

So the final answer is: Rudra Shah.

CoT (Chain-of-Thought)

Originally, Leah had 32 chocolates and her sister had
42. Soin total they had 32 + 42 = 74. After eating 35,
they had 74 - 35 = 39 pieces left in total. The answer
is 39.

Dambar Shah (? - 1645) was the father of Krishna
Shah. Rudra Shah was the child of Krishna Shah (? -
1661). So the final answer (the name of the grandchild)
is: Rudra Shah.

@ Invalid Reasoning

Originally, Leah had 32 chocolates and her sister had
42. So her sister had 42 - 32 = 10 chocolates more
than Leah has. After eating 35, since 10 + 35 =45,
they had 45 - 6 = 39 pieces left in total. The answer is
39.

Dambar Shah (? - 1645) was the king of the Gorkha
Kingdom. The Gorkha Kingdom was established by
Prince Dravya Shah. Dravya Shah has a child named
Rudra Shah. So the final answer (the name of the
grandchild) is: Rudra Shah.

@ No coherence for bridg
ing objects

Originally, Leah had 32 + 42 = 74 chocolates and her
sister had 32. So in total they had 74 - 35 = 39. After
eating 35, they had 42 pieces left in total. The answer
is 39.

Krishna Shah was the father of Rudra Shah. Dambar
Shah (? - 1645) was the child of Krishna Shah (? -
1661). So the final answer (the name of the grandchild)
is: Rudra Shah.

@ No relevance for bridg
ing objects

Originally, Leah had 19 chocolates and her sister had
31. So in total they had 19 + 31 = 50. After eating 29,
they had 50 - 29 = 21 pieces left in total. The answer
is 21.

Metis Amando was the father of David Amando. Ran-
dall Amando was the child of David Amando. So the
final answer (the name of the grandchild) is: Randall
Amando.

@ No coherence for lan-

guage templates

After eating 32, they had 42 pieces left in total. Origi-
nally, Leah had 32 + 42 = 74 chocolates and her sister
had 35. So in total they had 74 - 35 = 39. The answer
is 39.

Dambar Shah (? - 1645) was the child of Krishna Shah.
Krishna Shah (? - 1661) was the father of Rudra Shah.
So the final answer (the name of the grandchild) is:
Rudra Shah.

@ No relevance for lan-
guage templates

Patricia needs to donate 32 inches, and wants her hair
to be 42 inches long after the donation. Her hair is 35
inches long currently. Her hair needs to be 32 + 42 =
74 inches long when she cuts it. So she needs to grow
74 - 35 = 39 more inches. The answer is 39.

The husband of Dambar Shah (7 - 1645) is Krishna
Shah. Krishna Shah (? - 1661) has a brother called
Rudra Shah. So the final answer (the name of the
brother-in-law) is: Rudra Shah.

@ No coherence

After eating 32 + 42 = 74, they had 32 pieces left in
total. Originally, Leah had 74 - 35 = 39 chocolates
and her sister had 35. So in total they had 42. The
answer is 39.

Krishna Shah was the child of Rudra Shah. Dambar
Shah (? - 1645) was the father of Krishna Shah (? -
1661). So the final answer (the name of the grandchild)
is: Rudra Shah.

@ No relevance

Patricia needs to donate 19 inches, and wants her hair
to be 31 inches long after the donation. Her hair is 29
inches long currently. Her hair needs to be 19 + 31 =
50 inc long when she cuts it. So she needs to grow 50
- 29 = 21 more inches. The answer is 21.

The husband of Metis Amando is David Amando.
David Amando has a brother called Randall Amando.
So the final answer (the name of the brother-in-law)
is: Randall Amando.

Table 4: Examples for all settings in our experiments.
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 Text-davinci-003

- PalLM

GSMSK Bamboogle GSMSK Bamboogle
Inter. Recall Inter. F1 Answer Acc. Inter. Recall Answer F1 Inter. Recall Inter. F1 Answer Acc. Inter. Recall Answer F1

STD (Standard prompting) N/A N/A 15.2 N/A 251 STD (Standard prompting) N/A N/A 15.0 N/A 31.0
CoT (Chain-of-Thought prompting) 484 53.1 54.5 61.6 59.5 CoT (Chain-of-Thought prompting) 36.6 40.6 37.0 54.0 54.8
(D Invalid Reasoning 50.2 535 515 60.8 56.4 (D Invalid Reasoning 33.9 36.9 31.8 50.4 46.1
(@ No coherence for h':id?'i”g (‘h_.ied“ 46.5 SLS 50.4 39.2 55.2 (2) No coherence for bridging objects 30.3 350 335 33.6 257
(® No relevance for bridging objects 32.5 38.3 47.2 60.4 56.9 () No relevance for bridging objects 15.5 20.1 21.2 472 477
(@) No coherence for language templates 37.8 433 41.9 57.2 514 @ No coherence for language templates 23 1 273 219 40.4 355
(® No relevance for language templates 44.6 49.9 51.8 62.4 59.3 (3) No relevance for language templates 19.5 229 204 38.4 30.6
© No coherence 345 39.4 310 576 332 ® No coherence 239 28.3 2.1 39.6 33.6
@ No relevance 153 178 162 200 49.0 ( No relevance 12.1 16.4 16.4 28.4 143

Table 6: Intrinsic and extrinsic evaluation results under text-davinci-@@3 for all settings. Discussions are included

in Appendix A3 & Table 8: Intrinsic and extrinsic evaluation results under PalLM. Discussions are included in Appendix A.3.

« Flan-PaLM (instruction-tuned PaLM)

GSMS8K Bamboogle
Inter. Recall Inter. F1 Answer Acc. Inter. Recall Answer F1

STD (Standard prompting) N/A N/A 21.8 N/A 36.5

CoT (Chain-of-Thought prompting) 72.2 73.0 63.8 57.6 56.9

(1) Tnvalid Reasoning 71.8 72.6 64.4 55.6 52.8

(2) No coherence for bridging objects 72.1 72.9 65.8 51.6 493

(3) No relevance for bridging objects 71.1 71.9 64.6 54.0 52.8

(@) No coherence for language templates 71.6 722 63.9 54.0 52.0

(5) No relevance for language templates 71.9 72.7 64.9 55.2 53.5

(8) No coherence 71.7 72.5 64.2 54.4 54.0

(7) No relevance 70.7 71.6 64.5 50.0 51.9
Fable 7: Intrinsic and extrinsic evaluation results under Flan-PalLM (Chung et al., 2022), the instruction-tuned
version of PalLM for all settings. Discussions are included in Appendix A.3.
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