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« NEWJ: Lexical Composition (GEnEa)
1. Detecting meaning shift [MS]
* carry on # carry + on, quilt trip # guilt + trip

2. Recovering implicit meaning [IM]
* olive oil: made of olives & baby oil: made for babies
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6 Representations X 6 Tasks

* 6 Representations:

training objective corpus (#words) output basic unit
dimension
word embeddings
WORD2VEC Predicting surrounding words Google News (100B) 300 word
GLOVE Predicting co-occurrence probability Wikipedia + Gigaword 5 (6B) 300 word
FASTTEXT Predicting surrounding words Wikipedia + UMBC + statmt.org (16B) 300 subword

contextualized word embeddings

ELMo Language model 1B Word Benchmark (1B) 1024 character
OpeNAI GPT Language model BooksCorpus (800M) 768 subword
BERT Masked language model (Cloze) BooksCorpus + Wikipedia (3.3B) 768 subword

* 6 Composition Tasks:
- i —57ZER. ITlcU. EXRN(CHIERIBEOR I (CEiR
Verb-Particle Constructions (VPC) Classification [MS]
Light Verb Constructions (LVC) Classification [MS]
Noun Compound (NC) Literality [MS]
Noun Compound (NC) Relations [IM]
Adjective-Noun (AN) Attributes [IM]
|dentifying Phrase Type [MS & IM] (CH/ZiHR5I=5~1 >2)
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o T = [l g

o 0 = softmax(WW - ReLU(Dropout(h(Z))))

« 9 Blayer: Top or All (<9252 ¢ CEHELBLELAY)

« ZunitembeddingZZ 3 DD 35 Cencode
iy, ..., i, = biILSTM(7, ..., U,) |

1. biLM: biLSTMI(CiE

2. Att: Self-attention
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e Human Performances
« A MY M E(C1008EMZB /57—
« AMTCXIEER98% L . 5000 _EMDhuman intelligence
tasksDEFFEN DD . mEBiNERZ181E U zworkerdDd>

* 3 workers@Dmaijority labelZ£&FE

* Majority Baselines
e JFEET A NTHMHMEIRDBDT 2{EDFE TES0%
LX_F(L_TAV) DD (train, val, test CEEENEE LR VK S (Tsplit)
« VPCDIZ

* Train: V={take, get}, #true=710, #false=209
e Val: V={make}, #true=116, #false=93
e Test: V={do, have, give}, #true=52, #false=168 (= 52/220=23.6%)
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Verb-Particle Constructions [MS]
e

We did get on together Which response did you get on that?
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Noun Compound Literality [MS]

[Non—LiteraLILitera l]

The crash course in litigation made me a better lawyer
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ZHREREE TATEDIN?

ELMo OpenAl GPT BERT

The Queen and her husband were on a train trip from Sydney to Orange.

ride to travelling
carriage headed running
journey heading journey
heading that going
carrying and headed

Creating a guilt trip in another person may be considered to be psychological manipulation...

tolerance that reaction
fest SO feeling
avoidance trip attachment
onus he sensation
association she note

e literalIRBHIDESIRZ (IHOD EEF WD TULVD (BFICBERT)
e non-literal(CDWWTIE EF S TEBAHIIEER (ol (EiaxSig)
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Noun Compound Relations [IM]

The
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Paraphrase

[Road forecasted for access seasonJ

[Road that makes access possible]

by three access roads
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Adjective-Noun Attributes [IM]

Paraphrase
[temperature] Warm refers to the temperature of support.
[emotionality]
He receives warm support from his students
\
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Model VPC LVC NC NC AN Phrase
Classification Classification Literality Relations Attributes Type

(Layer} (Encoding r Layer} ﬁincoding \ rLayerw ﬁinooding \rLayer }rncodmg] (Layer] ﬁinooding] r Layel] (Encodingg

ELMo All Att All bilLM All ||Att/None Top ||[bilM All ||[None All ||bilM
OpenAI GPT | A11 None Top Att/None| | Top ||None All ||biLM Top ||None All ||biLM
BERT All Att All bilLM All |(Att All ||[None All ||[None All ||bilM
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« REZBENE DidiomZ LI T B ? [Cooper'99]

1. Infer from context: 28% (57% success rate)
o KD“YLsRENTZ” Ak (stories)z Fl

e e.g., Characters in the story, Relationships between them, ...

2. Rely on literal meaning: 19% (22% success rate)

* “Robert knew he was robbing the cradle by dating a 16-year-old girl”
* Knowledge + Reasoning:

e Cradle is something you put the baby in

= Stealing a child from a mother”

= “rob the cradle” means having relations with a very younger person
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Composition Tasks

Task Data Source Train/val/test Size Input Output
VPC Classification Tu and Roth (2012) 919/209/220 sentence S is VP a VPC?
VP = W1 Wo
LVC Classification Tu and Roth (2011) 1521/258/383 sentence s is the span
span = wy ... Wy, an LVC?
NC Literality Reddy et al. (2011) 2529/323/138 sentence s IS W
Tratz (2011) NC = w; wy literal in NC?
target w € {wy, wa }
NC Relations SemEval 2013 Task 4 1274/162/130 sentence s does p
(Hendrickx et al., 2013) NC = w; wy explicate NC?
paraphrase p
AN Attributes HeiPLAS (Hartung, 2015) 837/108/106 sentence s does p describe
AN = w; wy the attribute in AN?
paraphrase p
Phrase Type STREUSLE 3017/372/376 sentence s label per token

(Schneider and Smith, 2015)




Worker Agreement

Task Agreement Example Question

VPC Classification 84.17% 1 feel there are others far more suited to take on the responsibility.
What is the verb in the highlighted span? (take/take on)

LVC Classification 83.78% Jamie made a decision to drop out of college.
Mark all that apply to the highlighted span in the given context:
1. It describes an action of ‘‘making something’’, in the common meaning of ‘‘make’’.
2. The essence of the action is described by “‘decision’.
3. The span could be rephrased without ‘‘make’’ but with a verb like ‘‘decide’’,
without changing the meaning of the sentence.

NC Literality 80.81% He is driving down memory lane and reminiscing about his first love.
Is “‘lane’” used literally or non-literally? (literal/non literal)

NC Relations 86.21% Strawberry shortcakes were held as celebrations of the summer fruit harvest.
Can ‘‘summer fruit’’ be described by ‘‘fruit that is ripe in the summer’’? (yes/no)

AN Attributes 86.42% Send my warm regards to your parents.
Does ‘“‘warm’’ refer to temperature? (yes/no)
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